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Race and Biases in Perceptions of the Risk of Criminal Victimization

Abstract

This paper considers the process by which individuals estimate the risk of adverse events, with particular attention to the social context in which risk estimates are formed.  We compare subjective probability estimates of crime victimization to actual victimization experiences among respondents from the 1994 to 2002 waves of the Survey of Economic Expectations, a national telephone survey of U.S. residents (Dominitz and Manski 2002).  Using zip code identifiers, we then match these survey data to local area characteristics from the census.  The results show that:  (1) the risk of criminal victimization is significantly overestimated relative to actual rates of victimization or other negative events; (2) neighborhood racial composition is strongly associated with perceived risk of victimization, although actual victimization risk is driven by non-racial neighborhood characteristics; and (3) white respondents appear more strongly affected by racial composition than nonwhites in forming their estimates of risk.  We argue these results support a model of stereotype amplification in the formation of risk estimates.  Implications for persistent racial inequality in the U.S. are considered. 
Race and Biases in Perceptions of the Risk of Criminal Victimization

As individuals, we face risk and uncertainty often in our everyday lives.  In many cases, we learn to adequately assess levels of risk and modify our behavior accordingly: The sky is gray and overcast, and so we bring an umbrella.  In other cases, forming accurate risk assessments is more complicated: Stock market investments, for example, present substantial risks with no clear cut strategy for avoiding loss.  With few exceptions, sociologists have paid little attention to the process by which everyday risk assessments are formed.
  This is true despite the fact that the consequences of risk assessments have been widely recognized in sociological research:  home seekers’ assessments of the risk of crime in a given neighborhood affect their residential decisions (Harris 1999); employers’ estimates of the risk associated with particular applicant characteristics affect their hiring decisions (Holzer 1996); and estimates of the risk of detection and punishment affect youth decisions about delinquency and criminal involvement (Matsueda et al. 2006). 

How are estimates of risk calculated? According to certain perspectives, risk estimation represents a straightforward process.  Many rational-choice economic models, for example, portray individuals as rational consumers and processors of information, able to make informed predictions about the likelihood of future events.  Other perspectives, by contrast, challenge the notion that estimates of risk are the simple product of objective information.  Social and cognitive psychological experiments, for example, demonstrate countless examples in which judgment and decision-making are distorted or flawed due to the difficulties inherent in estimating complex probabilities or as the result of extraneous or distracting information (Tversky and Kahneman 1974).  Research in sociology and anthropology has likewise identified several instances where the social and cultural contexts shape perceptions of risk (Douglas and Wildavsky 1982; Short 1984). Are individuals poor at assessing the important risks facing them in everyday life?  Under what conditions are risk estimates likely to be compromised? 

This study takes as its specific focus estimates of the risk of criminal victimization.  We observe that, quite unlike estimates of the risk of job loss or the loss of health care, which are remarkably accurate, estimates of the risk of criminal victimization are substantially exaggerated relative to observed victimization rates.  In this paper, we seek to explain these inaccuracies by looking to the social contexts in which risk estimates are made.  In particular, we look to the influence of neighborhood racial composition and other neighborhood characteristics as key predictors of both expected and observed criminal victimization.  

The Basis of Risk Perceptions

In traditional rational-choice models of how decisions are formed, risks are taken as known to individuals.  The action any individual is expected to take depends on maximizing expected utility, with uncertainty represented through the probabilities of possible outcomes conditional on the action chosen.  The total utility of any given course of action is found by multiplying the utility (or disutility) of various outcomes by their probabilities.  The accuracy of the risk estimates is usually taken to be true by assumption (Manski 2004).

Although assumptions of accuracy in risk estimation continue to be used in many rational choice and economic models, other evidence suggests that these assumptions are often unfounded.  In psychology, for instance, a long line of experimental studies has documented the range of heuristics individuals use to estimate risk and make decisions under uncertainty, with many heuristics systematically deviating from rules established in statistical and probability theory.  Among many heuristics that lead to sub-optimal decisions, individuals often ignore information about base-rates, show overconfidence in information from small samples, and judge frequency based on their ability to recall similar incidents (see Kahneman, Slovic, and Tversky 1982).  These studies have shown not only that individuals often make errors in judging risk and uncertainty, but that many errors tend to be systematic and predictable (Payne et al. 1992; but see Christensen-Szalanski and Beach 1984).
Psychological studies have also found a number of ways in which logically irrelevant changes in the framing of a decision can influence judgments.  In laboratory and survey settings, information which is given emphasis through the choice of reporting categories—for example, reporting chance of death as against chance of survival—often influence decisions and judgments (Slovic, Fischoff, and Lichtenstein 2000).  Likewise, irrelevant initial starting points provided by investigators have been show to influence probability estimates of risk (Tversky and Kahneman 1974).  These studies point toward the relevance of social influences by varying the situational context of risk assessment.  Laboratory studies, however, continue to focus primarily on cognitive rules and micro-contexts in which individual decisions are made.  This literature provides few insights into how factors beyond the immediate situation influence decisions (see also Short 1984; Zerubavel 1997).
Studies in non-experimental psychology, sociology, communication, and anthropology, by contrast, have examined a number of broader factors that influence risk perceptions (Slovic 1987).  Many of these factors are summarized in the “social amplification of risk” framework, developed by Kasperson and colleagues (1988).  The social amplification of risk summarizes the multiple levels at which risk-relevant public events—such as a nuclear reactor accident—are amplified or attenuated in the public understanding.  Amplification (or attenuation) of risk messages can occur both at the point at which messages are sent (e.g. the media) and points at which messages are received (e.g. individuals).  The media, for instance, can intensify a signal by providing more extensive coverage to an event or story.  Individuals can also amplify or attenuate signals by attaching social values and meanings to the information which give it greater or lesser significance.  The social amplification perspective thus provides a framework for understanding the range of factors that may increase or decrease perceptions of the importance of events related to a risk.  Rather than accepting a simple model of risk and response, this perspective encourages us to consider the social and cultural context in which risks become highlighted or downplayed (see also Douglas and Wildavsky 1982; Douglas 1992; Tierney 1999; Vaughan and Seifert 1992). 

Building from this previous literature, we aim to provide an empirical analysis of the social context in which estimates of risk are formed.  In particular, we are interested in the cues individuals draw upon to interpret risks of criminal victimization.  Victimization presents an interesting case from the perspective of risk formation:  Unlike cases of large-scale disaster or technological failure which are the focus of most  sociological research on risk, crime occurs on a more regular basis; people thus have reason to think about the risks of crime in their daily lives.  Likewise, information about the frequency and severity of crime in a local area is available to non-specialists, through personal experience and observation, crime reports, and other sources of information.  Individuals thus have access to a wide range of information and direct experiences against which to calibrate their perceptions of crime.  In their everyday assessments, then, how accurately do individuals perceive the risk that they will become the victim of crime? What social cues do individuals use in forming these risk estimates, and to what consequence? It is to these questions that we turn in the remainder of our discussion. 
The Social Context of Crime Perceptions
In constructing estimates of the risk of an adverse event, information about the frequency and likelihood of that event represent important considerations.  Not surprisingly, studies investigating perceptions of crime note that local area crime rates represent an important influence, confirming assumptions that individuals do perceive and rely upon relevant objective factors in forming their estimates of risk (McPherson 1978).  Because actual crime rates are not typically known or fully observed, however, individuals are likely to look to other social or contextual factors associated with crime for additional information in forming their estimates of risk. For example, research has shown that individuals rely on information about the surrounding area, such as signs of disorder, incivilities, and demographic characteristics of a local area in forming their perceived risk of victimization or fear of crime (Ferraro and LaGrange 1987; Perkins and Taylor 1996).  
Though a wide range of influences have been identified as contributing to respondents’ perceptions of risk, one variable that has received among the most extensive consideration concerns the influence of race.  Research consistently finds that Americans hold strong associations between race and crime, and appear especially fearful about the risk of crime in the presence of black strangers.  In experiments in which black and white figures perform identical acts, for example, the black figure’s behavior is usually seen as more threatening and predatory than the white figure’s behavior (Duncan 1976; Sagar and Schofield 1980). Likewise, in surveys asking about fear of strangers in hypothetical situations, respondents are more fearful of being victimized by black strangers than by white strangers (St. John and Heald-Moore 1995, 1996).  These studies suggest that, when assessing the risk posed by potential perpetrators, race represents a highly salient cue.  

The effects of race and perceptions of crime have been shown to operate at more aggregate levels as well.  Because crime is a highly spatially patterned phenomenon, and because neighborhoods tend to be highly segregated on the basis of race, there often exist strong mental associations between neighborhood racial composition and neighborhood crime.  Indeed, several studies have found that survey respondents associate neighborhood percent black and the neighborhood crime rate (e.g., Covington and Taylor 1991; Chiricos, Hogan, and Gertz 1997; Quillian and Pager 2001).  Such findings suggest that individuals will perceive greater risks of victimization in environments that have a higher percentage of black residents.  

That individuals use information about racial composition and other social characteristics in shaping their assessments of crime is well known.  Few studies, however, have made efforts to determine the relative accuracy of these perceptions by contrasting the perceived association to actual associations.  As a result, it is often unclear whether the strong associations between race and crime represent accurate group-level estimates—suggesting the cognitive utility of race cues for estimating danger—or whether these associations distort the true relationship between racial composition of a local area and the risk of crime.  Using a unique source of data with information about both estimated and realized events, our study directly addresses this question in an effort to provide greater understanding of how individuals process social cues in forming estimates of personal risk.  
A Model of Crime-Risk Estimation

In investigating the link between social cues and risk estimation, we consider a range of possible pathways through which direct and indirect information about crime is converted into estimates of risk.  Figure 1 presents a model of crime-risk estimation in which estimates of crime are a function of multiple sources of information.  Actual crime rates represent a key component of the model; the crime rate is in turn correlated with a range of social conditions, such as the neighborhood racial composition, local economic conditions, and other contextual characteristics (e.g., quality of the housing stock, signs of social disorder, etc.).  There is no causal pathway implied by this association, which simply reflects the well-established bivariate associations between crime and various social contexts (e.g., Sampson 1987; Bursik and Grasmick 1993).  Because crime rates cannot be completely observed, our model predicts that individuals also rely on the social conditions of a local area in forming their estimates of personal risk. Estimates of risk then are a function of both actual crime rates and information about the social conditions in which crime is likely to flourish. 

Figure 1. A Model of Crime-Risk Estimation
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Figure 1 presents two additional pathways through which information about crime rates and social conditions may be converted into estimates of risk.
  In the first case, described as “statistical discrimination,” individuals are able to correctly assess the relationship between social conditions and crime, using information about group-level characteristics to make accurate assessments of risk.  In the case of race, for example, demographic studies clearly show that there is a bivariate association between neighborhood racial composition and levels of street crime.  This does not mean the use of this information is desirable or morally justified, but from a practical standpoint, in many instances the use of information about local racial composition could improve the average predictive accuracy of judgments.  Indeed, in a recent article in Psychological Inquiry, Arkes and Tetlock (2004) criticize prejudice research on the grounds that it has morally condemned the use of information that merely represents accurate characterizations of the target group.  They point to the fact that many studies find that African-Americans are more likely to be perpetrators of certain types of crimes as providing a rational basis for the mental association of race and crime uncovered in many studies of prejudice.  Likewise, models of statistical discrimination from the economics literature often assume that generalizations about group characteristics are based on statistically accurate empirical realities which can improve decision-making in the face of uncertainty (Phelps 1972; Arrow 1972).  In an article on the efficiency of statistical discrimination in the American Economic Review (1986), Schwab makes explicit the connection of statistical discrimination and stereotyping.  As he notes, statistical discrimination is discrimination grounded in a “true stereotype,” in which the decision maker “responds only to correct group information (statements that are indeed true on average)” (p. 228).
  According to this model, then, social cues such as neighborhood racial composition are correctly perceived by individuals as predictive of the level of risk in a given area.  
A different set of predictions is represented by the second mediating pathway in Figure 1, labeled “amplification.”  According to this perspective, real associations between crime rates and particular social conditions become exaggerated or distorted through various channels, including the influence of cultural stereotypes, media coverage, and other non-systematic sources of information.  Following LaPiere (1936) —one of the first sociologists to identify systematic distortions in the content of ethnic stereotypes—this perspective questions whether the information conveyed by racial composition is accurately perceived and interpreted.
  In the case of the race-crime relationship, for example, rather than perceiving the correct degree of association, respondents may rely on stereotypes that provide exaggerated or inaccurate representations.  As noted above, racial stereotypes of blacks as violent or crime-prone are among the most salient dimensions of contemporary stereotypes about African Americans (Smith 1991; Devine 1989), and are associated with exaggerated perceptions of the race-crime relationship.  A 1991 survey, for example, asked, “Of all the people arrested for violent crimes in the United States last year, what percent do you think were black?”  The modal response to this question was “60 percent,” an exaggeration by roughly 35 percent of the actual proportion at that time.
   To be sure, risks, and their relationship to social context, are also heavily shaped by widespread media coverage, which tends to exaggerate the frequency of crime and to present images of crime in a heavily racialized context (Gilliam et al. 1996).
  To the extent that cultural stereotypes, media imagery, or other factors produce distortions in perceptions of risk and of the relationship between particular social groups and the likelihood of risky events, relying on social cues will in some cases compromise the accuracy of risk estimates.
  
The model above presents two competing representations of the process by which contextual information may be translated into perceptions of personal risk.  Of course, the relevance of each pathway may further depend on characteristics of the individual perceiver.  In particular, it is worth considering whether our model of crime-risk estimation may differ depending on the race of the respondent.  While some research indicates that dominant cultural stereotypes affect even members of stereotyped groups (Sagar and Schofield 1980; Correll et al. 2002), other research suggests that racial minorities are better able to look beyond the influence of stereotypes in assessing the characteristics of particular minority individuals or neighborhoods (Judd and Park 1993; Quillian and Pager 2001).  If blacks and/or Hispanics are better able to recognize individuating information about members of their own group, they may be better able to translate information about contextual characteristics, such as racial composition, into more accurate risk estimates (Anderson 1990).  The process by which crime rates and contextual characteristics are translated into estimates of risk, then, may further depend on the race of the perceiver.  
The critical emphasis of our model of crime-risk estimation concerns the process by which social context characteristics—crime, racial composition, and other local area conditions—are translated into perceptions of risk.  While much evidence suggests that respondents use information on social conditions—and, in particular, racial composition—in making such assessments, it remains unclear whether and under what conditions the use of this information improves individual risk estimates.  One crucial limitation of much of the previous research is its reliance on respondent self-reports of neighborhood racial composition or crime level, raising concerns over reverse causation between self-reported variables and limiting our ability to draw conclusions about actual neighborhood racial composition and crime outcomes (e.g. Chiricos, Hogan, and Gertz 1997).  Quillian and Pager (2001) improve on the situation by using measures of crimes reported to the police and local-area victimization surveys against which to calibrate respondents’ perceptions of crime.  Despite this advance, the victimization surveys used were based on small samples in each neighborhood, thus providing only an incomplete proxy for area victimization rates.  Likewise, because much crime is not reported to the police, and because the extent of underreporting may be related to racial composition—especially given the distrust of the police in many minority communities—it is difficult to be sure that actual crime rates have been effectively controlled.  
In their analysis of perceived neighborhood disorder, Sampson and Raudenbush (2004) include an extensive set of objective measures of block-level physical and social disorder constructed by trained coders, including indictors such as the presence of graffiti, garbage, signs of gang activity, loitering, fighting, drug use, and the like. Their analysis also includes official local area crime rates based on police reports.  Similar to Quillian and Pager’s (2001) study of perceived neighborhood crime, the authors find that perceived disorder is strongly affected by the racial composition of the neighborhood, even after including extensive objective measures of social and physical disorder and decay.  As the authors point out, however, perceptions of disorder involve inherently subjective assessments, with individuals’ definitions of the “problem” of disorder varying according to local norms, prior experiences, and personal expectations.  For our purpose of investigating estimates of risk, by contrast, we require a focus on a more concrete event whose presence or absence does not depend on subjective interpretation.  The present study makes headway along these lines by employing more reliable indicators of victimization rates and by focusing on the specific case of individual risk, as opposed to general concerns over neighborhood problems.  Within this context, we can assess the accuracy of individual perceptions of risk and examine the influence of social context in which these perceptions are formed.   
Measuring Perceptions of Victimization Risk
A large literature in sociology and criminology investigates factors associated with fear of crime.  For the purpose of the present study, however, it is important to distinguish between fear and risk.  Where perceived risk focuses specifically on the expected chance of victimization, fear conflates both perceived risk of becoming a victim and the perceived consequences of victimization (Rountree and Land 1996).
  Because perceived risk avoids the subjective evaluation of consequences, this measure can be may be meaningfully compared with actual rates of crime victimization across a population.  

A small number of studies have compared perceived risks of crime to realized rates available in population statistics.  Slovic, Fischoff, and Lichtenstein (2000b), for instance, asked respondents to estimate the rates of several causes of death.  They found evidence of overestimation of risks of homicide relative to diseases with high fatality risks like diabetes or suicide, for instance.  While this approach does allow a comparison of subjective expectations and actual event rates, the estimates thus produced are not the same as estimates of personal risk—perceived risk to one’s self—which is most relevant to the actions individuals take in response to risk.  An individual can assess a risk as occurring frequently in the population even if they view their personal risk from that event as minimal.  Comparing subjective and objective risks is more difficult because of the challenges inherent in identifying individuals in comparable situations, defined by the most relevant indicators of risk.

Moving from a focus on measures of fear to estimates of risk, and from population rates to personal risk, this study uses a unique source of data that makes possible the direct comparison of estimated and realized risks.  In the following analyses, we investigate (1) the accuracy of risk estimates across a range of negative events; (2) the relationship between social context variables, especially racial composition, and estimates of risk; and (3) the extent to which the effects of racial composition differ according to the race of the perceiver.  The direct comparison of individuals’ estimated risks with realized events provides a rare opportunity to examine the accuracy of personal risk perceptions, and to help us better understand the process by which social context characteristics shape the perceived likelihood and actual occurrence of risky events.
DATA
We use data from the Survey of Economic Expectations, a national repeated cross-sectional survey conducted by the University of Wisconsin Survey Center from 1994 to 2002.  The survey was a telephone poll based on random digit dialing, with a 50% response rate.  The survey included basic demographic questions, questions asking about perceptions and experience with crime, and expectations about future economic events (see Dominitz and Manski 2002).  Fortunately, the survey also contains respondent zip code information, allowing us to match the survey data with a range of contextual characteristics obtained from two waves of the decennial census. 
Measuring Anticipated and Actual Probabilities of Negative Events
The perceived and actual crime measures are based on questions that ask respondents to evaluate the risk of future events.  In a series of cross-sectional surveys about a year apart, respondents were asked to evaluate the chance (on a 0 to 100 scale) that a variety of negative events would occur during the next year.  Respondents were also asked if these same events have occurred to them during the last year.  By comparing each survey’s estimate of expected risk with the following year’s realized incidents, a fairly exact comparison of (aggregate) subjective estimates of personal risk and their objective occurrence is possible.  The questions asking about the risk of future events begin with the following statement:
 “Now I will ask you some questions about future, uncertain outcomes.  In each case, try to think about the whole range of possible outcomes and think about how likely they are to occur during the next 12 months.  In some of the questions, I will ask you about the PERCENT CHANCE of something happening.  The percent chance must be a number from zero to one hundred.  Numbers like 2 or 5 percent may be “almost no chance,” 20 percent or so may mean “not much chance,” a 45 or 55 percent chance may be a “pretty even chance”, and a 95 or 98 percent chance may be “almost certain.”  The percent chance can also be thought of as a number of chances out of 100.”

Respondents were asked about two crime events, burglary and robbery:

Burglary:  “What do you think is the PERCENT CHANCE (or CHANCES OUT OF 100) that someone will break into (or somehow illegally enter) your home and steal something, during the next 12 months?”
Robbery:  “What do you think is the PERCENT CHANCE (what are the CHANCES OUT OF 100) that someone will take something directly from you by using force--such as a stickup, mugging, or threat--during the next 12 months?”
Respondents were also asked to give percent chances of losing their job and their health insurance within the next year.  
Health insurance loss:  “Now please think about your health insurance coverage 12 months from now. What do you think is the PERCENT CHANCE (or CHANCES OUT OF 100) that you will have health insurance coverage 12 months from now?”
Job Loss:  “I would like you to think about your employment prospects over the next 12 months. What do you think is the PERCENT CHANCE that you will lose your job during the next 12 months?”
Parallel questions are asked about actual occurrences of these events in the last year:
Burglary:  “During the past 12 months, did anyone break into or somehow illegally get into your home and steal something?”
Robbery:  “During the past 12 months, did anyone take something directly from you by using force--such as a stickup, mugging, or threat?”
Health Insurance Loss:  “Do you have any health insurance coverage?”
Job Loss: “ Have there been any times during the past 12 months when you did not have a job and were looking for work?”

We pool together responses to the expectations and realizations data from the different years in the analysis to make comparisons of estimated and realized risk.  To increase comparability of expectations and realizations, the first wave of the survey for realizations and the last wave for expectations were dropped from the data.
Can Respondents Meaningfully Answer Probabilistic Questions about Risk?
Before turning to our analysis, it is worth considering whether respondents can meaningfully respond to questions of risk assessment in quantitative terms.  Do the answers to survey questions accurately reflect the degree of perceived risk by respondents, or does the exercise of estimating quantitative probabilities skew or distort respondents’ answers?  This question is dealt with at length in Dominitz and Manski (1997) and Manski (2004).  In the data, several facts about the patterns of responses suggest that the data approximate actual subjective estimates of risk that guide decisions.  First, rates of non-response to these questions are very low (below 3%), suggesting that respondents feel comfortable providing answers to these questions.  Second, demographic groups (defined by age, race, sex, income, education, etc.) with higher actual risk of an event tend to have higher estimated risks, suggesting that the quantitative estimates accurately map the observed distribution of risk.  Finally, as we show below, respondents are capable of providing quite accurate risk estimates in certain domains.  
In figure 2, we present a basic comparison of estimated and realized risk for each of the four events:  job loss, the loss of health insurance, burglary, and robbery, as discussed above.  As the comparisons for the first two risk types make clear, respondents are capable of making extremely accurate predictions about the risk of certain future events.  Mean estimates of the risk of job loss (14.5%) are close to the actual rate of job loss among survey respondents one year later (12.9%).  Likewise, estimates of the risk of the loss of health insurance (14%) come within a few percentage points of the actual rate (11.7%). 

In stark contrast, both estimates of the risk of criminal victimization (burglary and robbery) indicate a substantial exaggeration of risk relative to realized victimization rates.  Estimates of the risk of burglary are more than four times greater than realized risks (15.2 vs 4.2%); estimates of the risk of robbery are nearly 13 times higher than actual risks (15.1 vs 1.2%).  Taking into account the possible concern is that overestimation in these cases is driven by a few respondents giving very high risk estimates, we look also to the median estimated risk, which is not affected by the skewing effect of outlier responses.  Median estimates show a pattern of overestimation nearly as extreme as the mean:  The median estimated risk is 10% for burglary and 10% for robbery, far above the realized rates.  These findings replicate and extend earlier results reported regarding burglary risk by Dominitz and Manski (1997).  Where respondents have little difficulty estimating the risks of adverse economic events, their estimates of the risk of victimization are exaggerated by a substantial margin.  
Are Smaller Risks Too Difficult to Estimate? 

The above comparisons demonstrate that individuals can be quite accurate in estimating risks of certain adverse events.
  In fact, in the cases of job loss and insurance loss, respondents demonstrate remarkable accuracy in estimating relevant probabilities.  Why then are risks of burglary and robbery so overestimated relative to other adverse events?  Before turning to an investigation of possible substantive explanations, it is worth considering some of the specific properties of crime risks that differentiate them from other adverse events.  It may be the case, for example, that respondents are particularly poor at estimating the likelihood of extremely rare events.  Because the actual risk of criminal victimization is sizably lower than the actual risks of job loss or loss of health insurance, the differential baseline may itself produce some distortion.  Note that estimated risks for all four outcomes hover around 14 or 15 percent.  Only the crime variables, by contrast, demonstrate much lower realized rates.  It may be the case, then, that respondents find it difficult to estimate risks much below 15 percent, and thus are more likely to exaggerate the risk of rare events.  

We investigate this possibility by analyzing subsets of the sample for whom realized rates of job loss or insurance loss correspond to realized rates of criminal victimization.  By looking at the range of outcomes among subgroups with overlapping risk levels, we can directly examine differing base rates as a possible source of inaccuracies in estimates.  Table 1 illustrates these comparisons by presenting the estimated and realized risks of two subgroups that demonstrate overlapping realized risks across the four risk types.  One subgroup represents whites with college degrees, the other nonwhites with high school degrees or less; these two groups represent populations with sufficiently different risk profiles to allow for overlapping risk levels across the four risk outcomes (job loss, insurance loss, burglary, and robbery).  Specifically, whites with college degrees have lower than average risks of job loss and insurance loss (between 7 and 10 percent) while nonwhites with less education have elevated risks of burglary or robbery (between 4 and 8 percent).  Given these overlapping risk profiles, we can investigate the extent to which the accuracy of risk estimates depends on the baseline level of risk.  


Looking to the first set of categories presented in bold in Table 1, we see that estimates of job loss and insurance loss remain quite accurate, even among the low-risk group of white college graduates.  As with the full sample, estimates of risk tend to differ from actual risks by only about 2 percentage points.  The same pattern does not obtain for estimates of criminal victimization, even among those subsamples with higher victimization rates.  For example, nonwhites with lower levels of schooling have burglary victimization rates of about 8 percent, far higher than the sample as a whole.  Nevertheless, estimates of burglary risk among this group are correspondingly elevated, at 22 percent, mirroring the exaggerated risk estimates of the larger sample.  In general, burglary and robbery rates are overestimated among groups at all levels of realized risk, while job loss and insurance loss estimates are fairly close to realized rates at all levels of realized risks.  It does not appear to be the case, then, that low base rates are the driving force behind exaggerated estimates of criminal victimization.  
Moving from possible methodological explanations to substantive ones, we turn next to an examination of the social context in which risk estimates are formed. 
  Drawing on the contextual theories of risk estimation discussed above, this approach encourages us to consider the range of environmental cues respondents may look to in forming estimates of their risk of victimization.  In the following analysis, we consider the social and demographic characteristics of the respondent and his/her surroundings in attempting to explain variation in estimates of risk.  In particular, because of strong associations between race and crime, we examine the influence of the local area racial composition on respondents’ estimates of risk.  
A Contextual Analysis of Risk Formation
Our models of perceived risk incorporate predictors to capture both individual and local area characteristics.  First, we include individual characteristics that may be related to perceived and actual risk, including measures of income, race, gender, and age.  Previous literature finds, for instance, that women are more fearful of crime than men, and the elderly more fearful of crime than the non-elderly; these findings may or may not hold as well for perceived risk (Rountree and Land 1996).  These variables are taken from respondent self-reports on the Survey of Economic Expectations.  Second, we incorporate measures of the characteristics of the local area the respondent resides in, including the concentration of African Americans and Hispanics, local area economic conditions (including the concentration of family poverty and per capita income), the concentration of immigrants, the concentration of young men, the proportion of vacant housing units, the population density, and the urban status of the area.
  Finally, in some models we allow individual characteristics and social characteristics to interact in predicting perceived threat.  This allows us to assess variation in the effect of predictors such as local area racial composition, depending on the race of the perceiver.
The neighborhood level variables that we use to predict perceived crime risk are all based on zip-code level census data.  Zip codes are the smallest locational identifier for respondents’ residences in the SEE survey.  The zip code of residence of the respondent is used as the base to match census data on zip code characteristics, relying on the nearest census year to the year the survey was conducted (1990 or 2000).  While census tracts are more often used as neighborhood equivalents than zip codes, we regard zip codes as an acceptable substitute in their absence.  To the extent that neighborhood boundaries are poorly measured, we would expect a conservative (downward) bias to coefficient estimates.

One of our major goals is to examine the extent to which there is bias in estimation of risk induced by the presence of racial minorities.  Bias is the associated difference between perceived and actual risks; actual and perceived risks must then be compared.  To accomplish this goal, we estimate separate models to predict actual and predicted risk, respectively.  We then compare the effects of the independent variables between the actual and predicted equations to draw conclusions about differences that exist in how each predicts perceived and actual risk  Differences indicate that the extent of bias in estimation associated with the corresponding independent variable.

Models
As discussed above, we contrast coefficients across models that predict perceived estimates of risk with those from models predicting actual risk events (realizations).  The comparison is facilitated by employing models that use the same functional form.
The realizations variable is a standard dichotomous indicator of having experienced an event (a robbery or burglary) in the prior year.  To model this outcome, we use a logistic regression model in which individual and zip-code level variables predict experiences of victimization. Standard errors are adjusted to account for clustering of respondents within zip codes.

Estimated risks are represented as numbers ranging from 0 to 100.  To put the model into a similar metric for comparison to the logistic regression, we divide by 100 to put the dependent variable on a 0 to 1 scale, and then take the logit of the dependent variable..  Before taking the logit, responses of 0 were coded to be .001; responses of 1 were recoded to be .999.  Effectively, we assume estimated risks of 0 actually indicate a very small estimated risk; estimated risks of 1 indicate a very high estimated risk (but not certainty).  If the respondents’ estimated probability of the event is v, then the model is:

Ln(v/(1-v)) = a + b1x1+b2x2 + … +bkxk + e
where the x’s are the independent variables, the b’s are their corresponding coefficients, and e is an error term.  The resulting model with the logit-transformed dependent variable is estimated by ordinary least squares.  This estimates a generalized linear model with a logit link, making it similar to logit models estimated using data that is grouped with a proportion of “success” outcomes for each combination of values of the independent variables in the model (see Powers and Xie 2000, section 3.2).
Because both models of realizations and models of expectations use a logit functional form, we are able to directly compare coefficients across models.

RESULTS

The results from models examining the contextual and individual factors affecting risk estimates and realizations are shown in tables 2 and 3.  We follow a similar progression of  model specification across all dependent variables.  First, we estimate a basic model with individual characteristics and percent black predicting actual and realized victimization risk.  Second, we add a series of controls for zip-code population and housing characteristics that have been found in past research to predict local-area crime rates.  Across all models, our primary interest is in assessing how local area racial composition predicts estimated and realized risks, and how these effects are moderated by other nonracial contextual characteristics.
 
Burglary

Table 2 shows the results for the burglary outcome.  The left two columns present coefficients for predictors of expectations of risk; the right two columns present coefficients for predictors of realized risk (e.g., actual victimization).  The effects of local area characteristics on expected and realized risks are shown in the top panels of the table.  Focusing first on the effects of racial composition, we see in model 1 that zip code percent black is associated with both expected and realized burglary rates.  Once nonracial characteristics of the area are included in model 2, however, we find diverging effects of racial composition: zip code percent black remains a significant predictor of estimated burglary risk but drops close to zero and becomes statistically insignificant in predicting actual burglary incidents. Percent Hispanic is associated with neither estimated nor realized risks, once other neighborhood characteristics are controlled. 


Though racial composition does not appear related to actual victimization rates, other contextual characteristics do.  Local area economic conditions—in particular, per capita income levels—are strongly related to burglary rates, with respondents in poorer neighborhoods at higher risk.  Likewise, greater population density is associated with higher levels of burglary victimization.  Low income and dense areas thus present the greatest risk of burglary, irrespective of their racial composition.
   

These results point to an interesting paradox:  Respondents’ estimates of victimization risk are heavily influenced by racial composition; actual risks, by contrast, are not affected by racial composition, but rather by the neighborhood’s per capita income level and the overall population density. Respondents’ estimates of risk take some account of these additional contextual influences.  Both per capita income and population density demonstrate some effect on estimates of risk in the expected direction.
 Note, however, that the coefficients for these variables are one-third to one-fourth the size of those for actual burglary incidents.  Thus, while respondents do appear to notice a range of demographic characteristics in forming their estimates of risk, the weight they place on the various characteristics differs from models predicting actual victimization.  In particular, racial composition stands out as a salient marker for estimating risk, despite its limited predictive value.  In general, the cues individuals rely upon to generate estimates of risk do not map closely onto the factors associated with actual risk.   
Does the effect of racial composition differ depending on the race of the respondent?  We explore this possibility by including interaction terms between racial composition and race of respondent.  Due to small sample sizes for minority respondents, we pool nonwhite respondents into a single category.
  The interaction term between percentage black and race of respondent (1 = nonwhite) is quite large and comes close to reaching statistical significance (p-value of .186); when added to the main effect, it implies that zip code percent black does not drive perceptions of burglary risk for minority respondents as it does for white respondents.  The large standard error of the coefficient reflects the small number of nonwhite respondents in the survey.  While the slope is consistent with racial differences in social perception of crime, we have an insufficient number of minority respondents to establish this result with greater statistical certainty.
Figure 3 illustrates patterns of estimated and realized burglary risk against zip code percent black, based on the second model in table 2.  For both estimated and realized risk, two lines are present, one for white and one for nonwhite respondents.  The shaded areas are predictive interval regions for the estimates of white respondents.  The results illustrate that, as the percentage of black residents in a local area increases, the perception of burglary risk among white respondents increases accordingly. Indeed, the diverging lines at the top of figure 3 illustrate the strong effect of racial composition in driving estimates of risk among whites; the line for nonwhites, by contrast, remains flatter across the distribution of neighborhood racial composition.   Unlike estimates of risk, actual rates of burglary victimization do not vary according to racial composition.  The relatively flat parallel lines at the bottom of figure 3 illustrate the lack of association between racial composition and victimization rates for respondents of any race.  Where the actual rate of burglary victimization is driven overwhelming by the economic characteristics of the local area (per capita income), perceptions of white respondents are much more strongly linked to the racial composition of the neighborhood.  
Robbery
Turning from burglary to robbery, table 3 provides coefficients from a sequence of models comparable to those in table 2, revealing a similar pattern of results.  In models both with and without controls for zip code population characteristics, expectations of victimization are strongly associated with local area racial composition.  Both the percentage of black residents and the percentage of Hispanic residents are associated with elevated estimates of risk.  Robbery realizations, on the other hand, are unrelated to zip code racial composition once other population characteristics are accounted for.  Of our local area predictors, only the concentration of family poverty shows a marginal relationship to the level of robbery risk.
  
As before, the interaction between percent black and race of respondent suggests that whites rely more heavily on racial cues in forming their estimates of risk.  In this case, the interaction between percent black and race of the respondent shows a large and statistically significant negative effect.  Only among white respondents therefore is there a significant positive relationship between zip code percentage black and estimated victimization risk.  
Figure 4 graphs the estimated risk of robbery and actual rates of robbery as a function of zip code percent black.  For white respondents, the extent of overestimation of perceived risk of robbery increases directly as zip code percent black increases, diverging from the flatter estimates of nonwhite respondents.  By contrast, realized rates of robbery appear flat for both whites and nonwhites, unrelated to neighborhood racial composition.  
Racial Cues and Estimates of Risk

In analyzing models of both burglary and robbery, we find that respondents rely heavily on cues about racial context in evaluating levels of personal risk.  Is it the case, then, that respondents are irrational in evaluating the range of risk factors associated with criminal victimization?  We hesitate to draw such a broad conclusion.  Note that in model 1 of the analyses for both burglary and robbery, the coefficient for percent black is roughly comparable in estimates of both expected and realized risk (~.01).  If respondents had access to no additional local area information, then they would indeed place appropriate weight on the relevance of racial composition in forming their estimates of risk.  Where estimates appear to falter, however, is in taking account of other relevant contextual cues.  Indeed, racial composition is not the only neighborhood characteristic that can be observed by residents.  Basic information about the economic condition of the neighborhood and its population density is readily apparent—especially for individuals actually living in the neighborhood—and each of these factors is directly relevant to the actual risk of criminal victimization.  Unfortunately, respondents appear to systematically downplay the importance of this additional contextual information, instead placing great emphasis on racial composition as their primary guide to assessing risk.  Where racial composition may be an adequate proxy in the absence of other contextual information, it provides only a poor representation of risk once other observable neighborhood conditions are taken into account.  
Looking back to our model of crime-risk estimation, these results provide support for the concept of risk amplification:  Respondents notice and utilize relevant contextual information in forming their estimates of risk, but do so in a way that amplifies the relevance of certain factors (e.g., racial composition) while downplaying the relevance of others (e.g., economic conditions).  Resulting estimates exaggerate the level of risk in black neighborhoods, particularly those in working class or middle class neighborhoods where levels of risk are substantially lower relative to those at the bottom end of the income distribution.  Whether fueled by cultural stereotypes, political rhetoric, media representations, or some other influence, strong associations between race and crime appear to lead to a privileging of this noisy proxy for risk, while the true culprits (economic conditions) remain far less emphasized. 
As a final comment on the discrepancy between estimated and realized burglary risks, it is important to note that racial composition is not the only factor driving the exaggeration of risk.  While the extent of overestimation of criminal risk increases steadily as the percentage of blacks in the local area increases, Figures 3 and 4 also show a large gap between estimated and realized crime risks in all-white areas (when percent black = 0).  While racial composition clearly demonstrates a large and significant effect on perceived risk, other factors not linked to neighborhood conditions also likely play an important role.  For example, prominent media representations of actual and fictional crime events are likely to shape respondents’ perception of crime and their assessments of risk in ways unrelated to local area conditions (see Gilliam and Iyengar 2000).  While such media effects may themselves depend on heavily racialized imagery (Entman 1990), these processes will not be captured by zip code racial composition.  

While our model cannot capture all factors related to the exaggeration of risk, it does identify the important influence of local area conditions.  Further, of the many observable characteristics about neighborhoods that may be related to crime, we observe a systematic privileging of racial composition—and a systematic downplaying of economic conditions—in forming estimates of risk.  Respondents selectively attend to available contextual information in ways that lead to exaggerated perceptions of the risk of crime.  
DISCUSSION
Unlike estimates of the risk of job loss or the absence of health insurance, which are remarkably accurate, respondents significantly overestimate their risks of being the victim of crime.  The results of our analysis support the idea that perceptions of burglary and robbery risk are strongly triggered by the presence of racial minorities in the local area, in particular African Americans.  These strong associations between race and crime, however, do not correspond to actual risks.  While there is a zero-order correlation between racial composition and some types of crime, respondents tend to exaggerate this relationship while ignoring other social cues (i.e., economic conditions) which are far more predictive of crime.  The importance of percent black as a cue for perceived risk, however, appears to hold only for non-black respondents.  As a result, non-black respondents overestimate their risk of crime victimization more than twice as much in heavily black zip codes relative to areas with few black residents.  
This bias in risk perceptions represents a systematic distortion in associations between neighborhood racial composition and crime.  While we cannot identify the precise source of these associations, the results are consistent with the influence of widespread cultural stereotypes associating blacks with crime (Smith 1991; Devine 1989) as well as to distortions in media coverage, which tends to exaggerate the amount of violent crime and the degree to which violent crime is committed by blacks (Entman, 1990; Dixon and Linz 2000).  Whatever the source of the bias, these results point to an amplification of risk which takes place as individuals process social cues in assessing the risk of crime.  
These results are particularly interesting in light of the fact that comments about “neighborhood” or “where you live” were never mentioned in the survey.  Respondents were simply asked to evaluate their risk of these negative events without regard to location.  This is one distinguishing feature of our study relative to prior investigations of the associations between perceived levels of neighborhood crime and neighborhood racial composition.  It is especially notable that the robbery estimates are so strongly associated with zip code characteristics since robberies can occur anywhere.  The results provide  striking evidence of the racialization of burglary and robbery risk.  The mental association of race and crime appears to be sufficiently powerful as to override most other cues in the social environment that may be linked to risks of victimization.
Finally, we point out two facts that we suspect make our results somewhat conservative.  First, the data is based on perceptions of the local area in which respondents are actually living, not on prospective neighborhoods they are visiting or considering briefly.  Respondents thus should have relatively strong familiarity upon which to base judgments about neighborhood conditions and local crime rates.  Second, it is likely that non-black respondents holding the strongest associations between race and crime are likely to migrate away from highly black areas.  The net effect of this migration is to suppress the measured association between zip code percent black and perceptions of crime.  If individuals were randomly assigned to their neighborhood of residence it is likely that the association of zip code race and perceived risk of crime would be stronger than what we find here.
Overestimating the risk of criminal victimization and its association with race are decisions with a social cost.  African-American neighborhoods suffer from perceptions of high crime, beyond any actual association between race and crime. Even in the case of affluent blacks moving into white neighborhoods, white observers are likely to perceive elevated risks of crime.  Likewise, in the location decisions of white households and businesses, the attribution of high crime rates to mostly black neighborhoods is likely to deprive these areas of local jobs and more affluent residents.

More speculatively, the general overestimation of crime risks, combined with biased social perception that over-associates race and crime, may be factors contributing to political support for punitive policies that have led to an unprecedented growth in the prison population over the past two decades, a development that has been particularly consequential for African Americans (e.g., Gilliam and Iyengar 2000).  Exaggerated fear of crime, and its association with minority groups, can thus create a self-fulfilling prophesy whereby reactions to the fear of crime produce a larger and more visible criminal population, thus reinforcing beliefs about the prevalence of crime and its association with race (see Merton 1948; Loury 2004).  Biases in judgment and decision-making are thus not merely a matter of personal concern.  They can themselves reinforce deeply embedded racial stereotypes, contributing to the persistent chasm in this society between black and white.  
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Estimated risks represent the mean probability estimate of the event occurring in the next 12 months. Realized rates represent the proportion of sample respondents experiencing the event in the previous 12 months.  Responses for estimated and realized victimization are averaged across survey waves; the first wave of data on realizations and the last wave of data on expectations were dropped to create comparable time-frames for the analyses. 
Error bars represent 95 percent confidence intervals for both estimated and realized risks. 
 Figure 3:  Estimated and Realized Burglary Risk and Zip Percentage Black
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 Figure 4:  Estimated and Realized Robbery Risk and Zip Percentage Black
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	Table 1:  Accuracy of Estimates for Groups with Overlapping Realized Risk Levels

	
	
	
	
	
	
	
	

	
	
	
	
	Mean Risks
	
	

	Risk Event         
	
	Subgroup                             
	
	 Estimated 
	 Realized 
	
	 Difference 

	
	
	
	
	
	
	
	

	Job Loss
	
	White, College Graduates
	
	11.97 
	10.41 
	
	1.56 

	
	
	
	
	(0.45)
	(0.56)
	
	

	
	
	Non-White HS Degree or Less
	
	26.55 
	25.26 
	
	1.29 

	
	
	
	
	(2.08)
	(2.20)
	
	

	
	
	
	
	
	
	
	

	Insurance Loss
	
	White, College Graduates
	
	9.27 
	7.01 
	
	2.27 

	
	
	
	
	(0.36)
	(0.48)
	
	

	
	
	Non-White HS Degree or Less
	
	29.40 
	27.72 
	
	1.68 

	
	
	
	
	(1.66)
	(2.31)
	
	

	
	
	
	
	
	
	
	

	Burglary
	
	White, College Graduates
	
	13.00 
	3.23 
	
	9.76 

	
	
	
	
	(0.29)
	(0.32)
	
	

	
	
	Non-White HS Degree or Less
	22.16 
	8.29 
	
	13.87 

	
	
	
	
	(1.36)
	(1.45)
	
	

	
	
	
	
	
	
	
	

	Robbery
	
	White, College Graduates
	
	12.66 
	0.85 
	
	11.81 

	
	
	
	
	(0.32)
	(0.19)
	
	

	
	
	Non-White HS Degree or Less
	23.20 
	3.75 
	
	19.46 

	
	
	
	
	(1.56)
	(1.17)
	
	

	 
	 
	 
	 
	 
	 
	 
	 

	Notes:  Key contrast groups shown in bold.  See text.  Standard errors in parentheses.
	
	

	Standard errors adjusted for clustering on zip code.
	
	
	
	
	


	Table 2:  Models of  Estimated Risk and Realized Incidents of Burglary Victimization
	

	
	
	
	
	
	
	
	
	

	
	Estimated
	
	Realized
	

	
	Model 1
	
	Model 2
	
	Model 1
	
	Model 2
	

	
	
	
	
	
	
	
	
	

	Local Area Racial Composition (and Interactions with Race of Respondent)
	

	% Zip Code Black
	0.0109
	***
	0.0080
	**
	0.0101
	*
	0.0009
	

	
	(0.0026)
	
	(0.0031)
	
	(0.0049)
	
	(0.0058)
	

	% Black x Nonwhite
	-0.0059
	
	-0.0052
	
	0.0031
	
	0.0033
	

	
	(0.0039)
	
	(0.0039)
	
	(0.0065)
	
	(0.0065)
	

	
	
	
	
	
	
	
	
	

	% Zip Code Hispanic
	0.0090
	**
	0.0047
	
	0.0123
	*
	0.0015
	

	
	(0.0028)
	
	(0.0036)
	
	(0.0051)
	
	(0.0066)
	

	% Hispanic x Nonwhite
	0.0006
	
	0.0012
	
	-0.0018
	
	-0.0024
	

	
	(0.0043)
	
	(0.0043)
	
	(0.0070)
	
	(0.0069)
	

	
	
	
	
	
	
	
	
	

	Local Area Economic Conditions
	
	
	
	
	
	
	

	Zip Code Family Poverty Rate
	
	-0.0014
	
	
	
	0.0081
	

	
	
	
	(0.0064)
	
	
	
	(0.0112)
	

	
	
	
	
	
	
	
	
	

	Zip Code Per Capita Income
	
	-0.0117
	**
	
	
	-0.0415
	**

	(in 1000's of year 2000 dollars)
	
	(0.0040)
	
	
	
	(0.0135)
	

	
	
	
	
	
	
	
	
	

	Local Area Population and Housing Characteristics
	
	
	
	

	% Male 15 to 24
	
	
	-0.4822
	
	
	
	-0.8260
	

	
	
	
	(0.8506)
	
	
	
	(1.9313)
	

	
	
	
	
	
	
	
	
	

	% Housing Units Vacant
	
	
	-0.0098
	**
	
	
	0.0102
	

	
	
	
	(0.0036)
	
	
	
	(0.0074)
	

	
	
	
	
	
	
	
	
	

	% Foreign Born
	
	
	0.1928
	
	
	
	0.4642
	

	
	
	
	(0.4769)
	
	
	
	(0.7877)
	

	
	
	
	
	
	
	
	
	

	Log of Population Density (Persons per sq. km.)
	
	
	0.0380
	+
	
	
	0.1150
	*

	
	
	
	(0.0203)
	
	
	
	(0.0451)
	

	
	
	
	
	
	
	
	
	

	Residence in Metropolitan Area (1=yes)
	
	
	0.0521
	
	
	
	-0.2059
	

	
	
	
	(0.0713)
	
	
	
	(0.1770)
	

	
	
	
	
	
	
	
	
	

	Respondent Characteristics
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Respondent Nonwhite
	-0.0594
	
	-0.0835
	
	0.1978
	
	0.2199
	

	(1=yes)
	(0.1239)
	
	(0.1242)
	
	(0.2434)
	
	(0.2395)
	

	
	
	
	
	
	
	
	
	

	Respondent Family Income (in Thousands)
	0.0002
	
	0.0003
	
	-0.0012
	
	-0.0002
	

	
	(0.0002)
	
	(0.0002)
	
	(0.0014)
	
	(0.0011)
	

	 
	 
	 
	 
	 
	 
	 
	 
	


	Table 2, continued:
	
	
	
	
	
	
	
	

	
	Estimated
	
	Realized
	

	
	Model 1
	
	Model 2
	
	Model 1
	
	Model 2
	

	
	
	
	
	
	
	
	
	

	Respondent Characteristics, continued
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Age (years)
	-0.0152
	***
	-0.0146
	***
	-0.0116
	**
	-0.0109
	**

	
	(0.0018)
	
	(0.0018)
	
	(0.0042)
	
	(0.0042)
	

	
	
	
	
	
	
	
	
	

	Gender (1=male)
	-0.0272
	
	-0.0327
	
	0.1571
	
	0.1464
	

	
	(0.0546)
	
	(0.0546)
	
	(0.1249)
	
	(0.1244)
	

	
	
	
	
	
	
	
	
	

	Respondent Education (reference is No High School Degree)
	
	
	
	

	High School Degree
	0.0704
	
	0.0633
	
	-0.4577
	*
	-0.4246
	+

	
	(0.1302)
	
	(0.1308)
	
	(0.2206)
	
	(0.2202)
	

	Some College 
	0.1720
	
	0.1568
	
	-0.4342
	*
	-0.3919
	+

	
	(0.1265)
	
	(0.1292)
	
	(0.2140)
	
	(0.2191)
	

	College Degree or More
	0.0488
	
	0.0456
	
	-0.5327
	**
	-0.4272
	*

	
	(0.1171)
	
	(0.1200)
	
	(0.1943)
	
	(0.1941)
	

	
	
	
	
	
	
	
	
	

	Burglary Victim in Last Year (1=yes)
	0.9392
	***
	0.9434
	***
	
	
	
	

	
	(0.2111)
	
	(0.2120)
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Region (Reference = Northeast)
	
	
	
	
	
	
	

	Midwest
	-0.0180
	
	-0.0119
	
	0.1657
	
	0.1947
	

	
	(0.0828)
	
	(0.0843)
	
	(0.2010)
	
	(0.2059)
	

	South
	0.1743
	*
	0.2471
	**
	0.1835
	
	0.2622
	

	
	(0.0830)
	
	(0.0861)
	
	(0.1851)
	
	(0.1948)
	

	West
	0.1948
	*
	0.2215
	*
	0.0827
	
	0.1661
	

	
	(0.0881)
	
	(0.0886)
	
	(0.2063)
	
	(0.2090)
	

	
	
	
	
	
	
	
	
	

	Constant
	-2.5661
	***
	-2.4443
	***
	-2.7558
	***
	-2.7118
	***

	
	(0.1779)
	
	(0.2351)
	
	(0.3778)
	
	(0.5452)
	

	
	
	
	
	
	
	
	
	

	N
	7586
	
	7585
	
	7355
	
	7355
	

	 
	 
	 
	 
	 
	 
	 
	 
	

	Notes: Standard Errors in Parentheses;  + = p<.1; * = p<.05; **  = p < .01; *** = p < .001
	
	

	Models also include 13 dummy variables to indicate year of the survey.
	
	
	
	

	Standard errors adjusted for clustering on zip code.
	
	
	
	
	


	Table 3:  Models of Estimated Risk and Realized Incidents of Robbery Victimization

	
	
	
	
	
	
	
	
	

	
	Estimated
	
	Realized
	

	
	Model 1
	
	Model 2
	
	Model 1
	
	Model 2
	

	
	
	
	
	
	
	
	
	

	Local Area Racial Composition (and Interactions with Respondent Race)
	
	
	

	% Zip Code Black
	0.0125
	***
	0.0100
	**
	0.0186
	+
	0.0069
	

	
	(0.0029)
	
	(0.0034)
	
	(0.0096)
	
	(0.0106)
	

	% Black x Nonwhite
	-0.0087
	*
	-0.0077      
	+
	-0.0148
	
	-0.0143
	

	
	(0.0043)
	
	(0.0043)
	
	(0.0121)
	
	(0.0121)
	

	
	
	
	
	
	
	
	
	

	% Zip Code Hispanic
	0.0143
	***
	0.0100
	*
	0.0093
	
	-0.0060
	

	
	(0.0030)
	
	(0.0039)
	
	(0.0106)
	
	(0.0179)
	

	% Hispanic x Nonwhite
	0.0032
	
	0.0048
	
	-0.0159
	
	-0.0162
	

	
	(0.0047)
	
	(0.0046)
	
	(0.0146)
	
	(0.0148)
	

	
	
	
	
	
	
	
	
	

	Local Area Economic Conditions
	
	
	
	
	
	
	

	Zip Code Family Poverty Rate
	
	-0.0033
	
	
	
	0.0378
	+

	
	
	
	(0.0062)
	
	
	
	(0.0212)
	

	
	
	
	
	
	
	
	
	

	Zip Code Per Capita Income
	
	
	-0.0012
	
	
	
	0.0015
	

	(in 1000's of year 2000 dollars)
	
	(0.0048)
	
	
	
	(0.0158)
	

	
	
	
	
	
	
	
	
	

	Local Area Population and Housing Characteristics
	
	
	
	
	

	% Male 15 to 24
	
	
	-1.6425
	
	
	
	-1.6953
	

	
	
	
	(1.0876)
	
	
	
	(4.0373)
	

	
	
	
	
	
	
	
	
	

	% of Housing Units Vacant
	
	
	-0.0059
	
	
	
	-0.0246
	

	
	
	
	(0.0040)
	
	
	
	(0.0217)
	

	
	
	
	
	
	
	
	
	

	% Foreign Born
	
	
	0.1483
	
	
	
	0.9862
	

	
	
	
	(0.5262)
	
	
	
	(2.2519)
	

	
	
	
	
	
	
	
	
	

	Log of Population Density (Persons per sq. km.)
	
	
	0.0845
	***
	
	
	0.1237
	

	
	
	
	(0.0229)
	
	
	
	(0.0906)
	

	
	
	
	
	
	
	
	
	

	Residence in Metropolitan Area (1=yes)
	
	
	0.0727
	
	
	
	-0.3060
	

	
	
	
	(0.0793)
	
	
	
	(0.3714)
	

	
	
	
	
	
	
	
	
	

	Respondent Characteristics
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Respondent Nonwhite (1=yes)
	0.0915
	
	0.0302
	
	1.3096
	**
	1.2817
	 **

	
	(0.1412)
	
	(0.1414)
	
	(0.4489)
	
	(0.4562)
	

	
	
	
	
	
	
	
	
	

	Respondent Family Income
	0.0007
	*
	0.0005
	*
	-0.0037
	
	-0.0032
	

	
	(0.0003)
	
	(0.0002)
	
	(0.0038)
	
	(0.0037)
	

	 
	 
	 
	 
	 
	 
	 
	 
	


	Table 3, continued:
	
	
	
	
	
	
	
	

	
	Estimated
	
	Realized
	

	
	Model 1
	
	Model 2
	
	Model 1
	
	Model 2
	

	
	
	
	
	
	
	
	
	

	Respondent Characteristics, continued
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Age (years)
	-0.0155
	***
	-0.0155
	***
	-0.0214
	*
	-0.0207
	*

	
	(0.0019)
	
	(0.0019)
	
	(0.0088)
	
	(0.0089)
	

	
	
	
	
	
	
	
	
	

	Gender (1=male)
	-0.3725
	***
	-0.3777
	***
	-0.2310
	
	-0.2433
	

	
	(0.0585)
	
	(0.0583)
	
	(0.2673)
	
	(0.2679)
	

	
	
	
	
	
	
	
	
	

	Respondent Education (reference is No High School Degree)
	
	
	
	

	High School Degree
	0.1372
	
	0.1031
	
	-0.5510
	
	-0.5381
	

	
	(0.1463)
	
	(0.1466)
	
	(0.5548)
	
	(0.5607)
	

	Some College 
	0.2606
	+
	0.1864
	
	-0.1238
	
	-0.1539
	

	
	(0.1396)
	
	(0.1409)
	
	(0.4517)
	
	(0.4640)
	

	College Degree or More
	0.1102
	
	0.0142
	
	-0.1651
	
	-0.1790
	

	
	(0.1326)
	
	(0.1350)
	
	(0.4122)
	
	(0.4200)
	

	
	
	
	
	
	
	
	
	

	Mugging Victim Prior Year
	0.5270
	
	0.5104
	
	
	
	
	

	(1=yes)
	(0.3313)
	
	(0.3330)
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Region (Reference = Northeast)
	
	
	
	
	
	
	

	Midwest
	-0.1121
	
	-0.0190
	
	-0.6880
	
	-0.6309
	

	
	(0.0913)
	
	(0.0928)
	
	(0.4652)
	
	(0.4661)
	

	South
	0.0908
	
	0.2459
	*
	-0.0534
	
	0.1108
	

	
	(0.0932)
	
	(0.0961)
	
	(0.3734)
	
	(0.3838)
	

	West
	-0.0072
	
	0.0611
	
	0.1234
	
	0.1906
	

	
	(0.1020)
	
	(0.1013)
	
	(0.4016)
	
	(0.3891)
	

	
	
	
	
	
	
	
	
	

	Constant
	-2.5921
	***
	-2.8941
	***
	-4.1958
	***
	-5.0043
	***

	
	(0.1911)
	
	(0.2582)
	
	(0.8826)
	
	(1.1827)
	

	
	
	
	
	
	
	
	
	

	N
	6049
	
	6049
	
	5251
	
	5251
	

	 
	 
	 
	 
	 
	 
	 
	 
	

	Notes: Standard Errors in Parentheses;  + = p<.1; * = p<.05; **  = p < .01; *** = p < .001
	
	
	

	All models also include 10 dummy variables to indicate year of the survey.
	
	
	
	

	Standard errors adjusted for clustering on zip code.
	
	
	
	
	
	


�  While psychologists have paid a great deal of attention to judgment and decision-making in everyday settings, sociologists of risk have more often emphasized large-scale disaster, environmental hazards, technological failure, and “expert” risk assessments as windows into the organizational contexts in which risk is constructed, managed, and contained (e.g., Vaughan 1990; Beck 1992; Clarke and Short 1993; Freudenburg 1988; though see Heimer 1988, whose review provides a bridge between psychological and sociological perspectives). 


� In other words, formal models often assume that subjects’ probability estimates correspond to frequentist realities.  Individuals do not know exactly what will happen, but they can accurately assess the frequency of events.


�  Although we cannot observe the process by which information about crime (e.g., victimization rates, social conditions associated with crime) is converted into estimates of risk, we can observe the outcome of this process by assessing the accuracy of risk estimates. 


�  Some social psychological research also considers the ways in which stereotypes may represent accurate generalizations (e.g., Lee et al. 1995). 


�  LaPiere’s (1936) early analysis of “type rationalizations” argued that explanations for antipathy toward a group based on their negative characteristics were largely rationalizations rather than the actual reasons driving that antipathy.  LaPiere’s discussion is especially notable in providing detailed evidence comparing perceptions and reality in the case of Armenian workers in Fresno County, California, in 1930.  Likewise, Allport’s (1954) view of stereotypes as based on “a faulty and inflexible generalization” represents another early example of this view.  In addition to the more general influence of cultural stereotypes, attempts at rational estimation may be further compromised by motivational biases associated with explaining or justifying the relative position of racial groups (Tajfel and Turner 1986; Bobo and Kluegel 1993; see Quillian 2006 for a review).


�  This survey item comes from the 1991 National Race and Politics Survey, �HYPERLINK http://sda.berkeley.edu:7502/archive.htm ��http://sda.berkeley.edu:7502/archive.htm�. Of all those arrested for violent crimes in 1990, 45% were black (FBI’s “Uniform Crime Reports, 1990”). 


�  The study of media effects on fear of crime is itself a large and complex literature.  Media effects are not monolithic, but rather vary according to the type of media, characteristics of the viewer, and other situational effects including neighborhood racial composition (Eschholz et al. 2003; Heath and Gilbert 1996).  Experimental research shows strong effects of local television news on perceptions and fear of crime, and on racialized attitudes about crime.  An experiment by Gilliam and Iyengar (2000), for example, shows that exposure to news coverage of a violent incident committed by a black perpetrator both increases punitive attitudes about crime and further increases negative attitudes about blacks generally.  Given that racial segregation of social networks limits frequent contact with members of different race groups, media images and other indirect representations are often a predominant source of information about group characteristics (Arrow 1998). 


�  In addition to the influence of media, political initiatives emphasizing “tough on crime” approaches have been implicated in raising public anxiety over crime, with political campaigns often relying on racial imagery to mobilize popular support (Beckett 1997; Glassner 1999; Mendelberg 2001).


�  Studies of fear of crime point to the anomalous relationship between victimization rates and fear of crime, where groups with low victimization rates (e.g., women, the elderly) report high levels of fear of crime (though see Stafford and Galle, 1984, who find less of a discrepancy once risk levels are adjusted for exposure).  Estimated risks of victimization, by contrast, remove the subjective component, focusing on the likelihood of the event rather than its perceived consequences (Clemente and Kleiman 1977). 


� This realization question corresponds less well to the estimated risk question than is the case for the other risk events we consider.  See Dominitz and Manski (1997), footnote 12, for a discussion of the difference in phrasing across these items.


�  Other research points to respondents’ accuracy even in predicting their own longevity, with respondents’ estimates of the likelihood of living to age 75 closely mirroring life table estimates which statistically account for smoking behavior, obesity, and other health risk factors (Hurd and McGarry 1995)


� A related concern about the discrepancy between estimated and realized risk for criminal victimization relates to possible dependence between measures.  If questions about the risks of job loss and insurance loss were asked prior to questions about victimization, the latter may suffer from base rate distortions, where estimates of one type of risk contaminate subsequent estimates.  Having already estimated the risk of one adverse event to be roughly 15 percent, others may be drawn artificially close to this initial starting point (Tversky and Kahneman 1974).  Fortunately, the administration of the Survey of Economic Expectations avoided this potential confound.  Questions about the expected risks of crime were asked prior to questions about risks of job loss or health insurance.  It is unlikely, then, that the discrepancy between estimated and realized risks of crime are merely the artifact either of survey administration or due to the lower base rates relative to those of other estimated risks. 


�  We use a measure of family poverty, rather than individual-level poverty rates, to account for those local areas with high concentrations of college students who are often coded as “poor” despite their distinct socioeconomic profile (see Jargowsky, 1997, pp. 66-67).  We log our measure of population density to give it a more symmetric distribution since in its raw form it is highly positively skewed.  


�  An alternative strategy might be to include measures of actual risk in models that predict perceived risk.  That would require, however, that we have measures of actual risk that are valid for individual neighborhoods.  We do not have such a measure.  In fact, even when available, the quality of such measures is often of questionable value.  Official (police-reported) crime rates represents the most common measure of neighborhood crime; but, because a great deal of crime is not reported, and because misreporting may itself be related to other social characteristics of the neighborhood, this indicator may not provide a reliable representation of the level of neighborhood crime or the relationship between neighborhood racial composition and crime (Bureau of Justice Statistics 2003: table 3.36).


�  Although multi-level models are often preferred for analyses of individuals nested within neighborhoods, the number of individuals per zip-code in our data is too small for their use to be beneficial, with a median of only one respondent per zip code. 


�  We also examined the relationship between local area percent black and our other two cases of risk—job loss and insurance loss—to investigate the possibility that racial composition is associated with a general elevation in the expectation of adverse events. We find no systematic relationship between percent black and either of these risk estimates.  


�  The effect of racial composition disappears simply with the inclusion of controls for the local area economic conditions.  


�  Respondents also appear influenced by the percent of vacant housing units in their neighborhood, though this coefficient is not in the expected direction. The results suggest that zip code areas with a greater proportion of units vacant are associated with lower estimated risks of burglary.  It may be the case here that our measure of vacant units is picking up new housing development rather than abandoned lots.   


�  The results are consistent when we focus on black respondents only, but statistical power to estimate the racial difference is further reduced. 


�  It is not altogether surprising that neighborhood characteristics are poor predictors of robbery realizations given that, unlike burglary, the occurrence of a robbery is not limited to one’s own neighborhood.
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